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Abstraksi 
Penggunaan media sosial yang meningkat di kalangan mahasiswa, disertai pola tidur tidak teratur, menjadi 

permasalahan serius karena berpotensi menurunkan prestasi akademik dan sering terlambat terdeteksi oleh institusi 

pendidikan. Penelitian ini bertujuan mengembangkan model prediksi hybrid dua tahap untuk mengklasifikasikan 

dampak kecanduan media sosial terhadap mahasiswa sebagai sistem peringatan dini. Metode yang digunakan 

mengintegrasikan algoritma K-Means untuk pelabelan tingkat risiko secara otomatis dan Support Vector Machine 

(SVM) sebagai tahap akhir klasifikasi. Penelitian menggunakan 705 data responden mahasiswa yang diproses 

melalui tahap preprocessing. Jumlah cluster optimal ditentukan menggunakan metode Elbow dan Silhouette Score, 

sedangkan kinerja model dievaluasi menggunakan confusion matrix. Hasil penelitian menunjukkan bahwa K-

Means membentuk tiga klaster risiko (rendah, sedang, dan tinggi) dengan nilai Silhouette Score sebesar 0,4188. 

Model SVM menghasilkan akurasi 93,62%, presisi 94,62%, dan recall 90%, sehingga efektif mendukung 

pengambilan keputusan preventif di perguruan tinggi. 

 

Kata Kunci :  
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Abstract 
The increasing use of social media among university students, accompanied by irregular sleep patterns, has become 

a serious issue as it can reduce academic performance and is often detected too late by educational institutions. 

This study aims to develop a two-stage hybrid prediction model to classify the impact of social media addiction 

on students as an early warning system. The proposed method integrates the K-Means algorithm for automatic 

risk-level labeling and Support Vector Machine (SVM) as the final classification stage. The study used data from 

705 student respondents processed through data preprocessing. The optimal number of clusters was determined 

using the Elbow method and Silhouette Score, while model performance was evaluated using a confusion matrix. 

The results show that K-Means formed three risk clusters (low, medium, and high) with a Silhouette Score of 

0.4188. The SVM model achieved an accuracy of 93.62%, precision of 94.62%, and recall of 90%, indicating its 

effectiveness in supporting preventive decision-making in higher education. 
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Pendahuluan 
Penggunaan media sosial di kalangan mahasiswa 

terus meningkat dan berpotensi menggangu prestasi 

akademik. Najwa Safira (2025) menemukan positif 

signifikan antara kecanduan TikTok dengan 

prokrastinasi akademik pada mahasiswa Gen Z (r = 

0,449; p < 0,001)[1]. Penggunaan TikTok yang 

berlebihan juga terbukti menurunkan motivasi belajar 

mahasiswa secara signifikan[2]. Meilisad kk. (2025) 

juga membuktikan bahwa kecanduan Instagram 

berhubungan negatif dengan indeks prestasi 

kumulatif mahasiswa D3 Keperawatan (p-value = 

0,001)[3]. Selain itu, pola tidur yang tidak teratur 

(durasi kurang dari 6 jam atau mulai tidur setelah 

pukul 00:00) akibat penggunaan gadget pada malam 

hari terbukti menurunkan konsentrasi dan performa 

akademik mahasiswa[4]. Saat ini, prediksi risiko 

penurunan prestasi masih bergantung pada survei 

manual yang memakan waktu, tidak efisien, dan 

rentan terhadap subjektivitas[1][3]. Kondisi ini 

menjadi permasalahan serius bagi perguruan tinggi 

karena penurunan prestasi akademik sering kali baru 

terdeteksi setelah mahasiswa mengalami kegagalan 

akademik yang signifikan. Ketergantungan pada 

metode evaluasi manual, seperti kuesioner dan 

penilaian periodik, menyebabkan keterlambatan 

dalam mengidentifikasi mahasiswa berisiko serta 

menyulitkan institusi untuk melakukan intervensi 

secara tepat waktu. Tanpa adanya sistem prediksi 

berbasis data yang terstruktur dan objektif, potensi 

penurunan prestasi akademik akibat kecanduan 

media sosial dan gangguan pola tidur sulit dicegah 

sejak dini. Oleh karena itu, dibutuhkan pendekatan 

analitik berbasis data mining yang mampu 

mendeteksi risiko akademik secara otomatis, akurat, 

dan berkelanjutan sebagai sistem peringatan dini di 

lingkungan perguruan tinggi. Beberapa penelitian 

telah berhasil mengelompokan mahasiswa menjadi 3 

cluster prestasi menggunakan algoritma K-

Means[5][6] serta membuktikan bahwa Suport 
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Vector Machine (SVM) memeberikan akurasi 

tertinggi (94%) di bandingkan Naïve Bayes dan 

Random Forest. Namun, integrasi faktor non-

akademik seperti kecanduan TikTok, Instagram, dan 

gangguan pola tidur dalam satu model prediksi dua 

tahap belum pernah dilaporkan sebelumnya.  

Penelitian ini menawarkan metode baru berbasis dua 

tahap. Pertama, mahasiswa diklasifikasikan 

menggunakan algoritma K-Means berdasarkan 

intensitas penggunaan media sosial dan pola tidur 

mereka, dan kemudian dibagi ke dalam tiga tingkat 

risiko prestasi akademik: rendah, sedang, dan tinggi. 

Tahap kedua adalah klasifikasi selesai menggunakan 

Support Vector Machine (SVM). Penggunaan data 

non-akademik terutama tingkat kecanduan TikTok, 

kecanduan Instagram, dan gangguan pola tidur 

sebagai variabel penentu utama dalam alur prediksi 

penelitian ini membedakannya dari penelitian 

sebelumnya. 

Penelitian sebelumnya [1],[3],[4],[5],[7],[8],[6],[9], 

[10] belum menunjukkan kombinasi faktor-faktor 

tersebut dalam satu pipeline hybrid K-Means + SVM. 

Penelitian ini tidak bertujuan membandingkan 

performa algoritma, melainkan memanfaatkan 

keunggulan K-Means sebagai pembentuk klaster 

risiko dan Support Vector Machine (SVM) sebagai 

model klasifikasi akhir dalam satu pendekatan hybrid. 

Hasil penelitian di harapkan menghasilkan model 

prediksi dengan akurasi tinggi yang dapat 

diimplementasikan sebagai sistem peringatan dini 

(early warning sistem) di perguruan tinggi, sehingga 

institusi dapat melakukan intervensi preventif 

sebelum terjadi penurunan pestasi signifikan.  

Tinjauan Pustaka 
Nazwa Safira (2025) dalam penelitiannya terhadap 

107 mahasiswa Gen Z menemukan adanya hubungan 

positif signifikan antara tingkkat kecanduan TikTok 

dengan prokrastinasi akademik (r = 0,449; p < 0,001). 

Semakin tinggi skor kecanduan TikTok, semakin 

besar kecenderungan mahasiswa menunda 

penyelesaian tugas akademik. Hal ini memperkuat 

dugaan bahawa penggunaan TikTok yang berlebihan 

menjadi salah satu faktor risiko penrunan prestasi 

akademik[1]. Peneitian berikutnya yang di lakukan 

oleh Meilisa dkk. (2025) pada 78 mahasiswa D3 

Keperawatan Universitas Abulyatama dan 

memperoleh hasil uji Chi-Square dengan p-value = 

0,001 (α < 0,05). Mahasiswa dengan tingkat 

kecanduan Instagram kategori tinggi mayoritas 

memiliki IPK pada kategori sedang hingga rendah. 

Temuan ini menegaskan bahawa kecanduan 

Instagram dapat berdampak negatif terhadap 

pencapaian akademik mahasiswa[3]. Intan 

Marhenisaputri (2025) mengungkapkan bahwa pola 

tidur yang tidak teratur (durasi kurang dari 6 jam atau 

mulai tidur setelah pukul 00.00) yang sering di picu 

penggunaan gadget berhubungan negatif signifikan 

dengan konsentrasi dan performa akademik 

mahasiswa (r = -0,412; p < 0,001)[4]. Penelitian 

Wulandari dan Pranata (2024) terhadap 52 

mahasiswa juga menemukan bahwa 27 % responden 

memiliki kualitas tidur buruk dan 56 % mengalami 

disfungsi siang hari yang sangat buruk, sehingga pola 

tidur yang tidak teratur berpotensi besar menurunkan 

konsentrasi serta prestasi akademik mahasiswa[11]. 
Dampak kecanduan media sosial terhadap kesehatan 

mental mahasiswa juga menjadi perhatian serius, di 

mana penggunaan berlebihan terbukti dapat 

menurunkan kesejahteraan psikologis secara 

signifikan. Sebanyak 72,4 responden yang tidur <6 

jam memiliki IPK <3,00[4]. Moh. Aqi Mukhtar 

Alfarerad dkk. (2024) menerapkan algoritma K-

Means pada data prestasi mahasiswa Universitas 

Malang tahun 2018-2022. Hasil evaluasi 

menggunakan Davies-Bouldin menunjukan nilai 

terkecil 0,079 pada K = 3, sehingga terbentuk tiga 

kelompok prestasi yang jelas: rendah, sedang, dan 

tinggi. Penelitian ini menjadi bukti bahwa K-Means 

sangat efektif untuk mengelompokan data prestasi 

mahasiswa menjadi tiga kategori[5]. Penggunaan 

TikTok yang berlebihan juga terbukti menurunkan 

motivasi belajar mahasiswa secara signifikan[12]. 
Satrio Junaidi dkk. (2024) membandingkan empat 

algoritma klasifikasi untuk memprediksi kelulusan 

tepat waktu mahasiswa, yaitu Naive Bayes (87%), 

Random Forest (84%), ANN (65%), dan Support 

Vector Machine (94%). SVM menunjukan akurasi 

tertinggi (94%) dengan pembagian data 70% training 

dan 30% testing. Oleh karena itu, algoritma SVM di 

pilih sebagai metode klasifikasi dalam penelitian 

ini[7]. Pendekatan machine learning telah banyak 

digunakan dalam memprediksi performa dan 

kelulusan mahasiswa sebagai bagian dari sistem 

peringatan dini akademik, dengan Support Vector 

Machine (SVM) menjadi salah satu algoritma yang 

paling sering digunakan karena performanya yang 

stabil dan akurat [13]. Hal ini diperkuat oleh Albreiki 

et al. (2021) melalui systematic literature review yang 

mengkaji penelitian Educational Data Mining periode 

2009–2021, yang menyimpulkan bahwa algoritma 

machine learning seperti Support Vector Machine 

(SVM), Random Forest, dan Neural Network sangat 

efektif digunakan untuk memprediksi mahasiswa 

berisiko dan mendukung sistem peringatan dini 

akademik. Studi tersebut juga menegaskan bahwa 

pendekatan klasifikasi berbasis machine learning 

mampu membantu institusi pendidikan dalam 

melakukan intervensi dini terhadap mahasiswa yang 

berpotensi mengalami penurunan performa 

akademik[14]. Selanjutnya, Lu et al. (2025) 

menegaskan bahwa pendekatan hybrid yang 

mengombinasikan teknik klasterisasi dengan model 

prediktif mampu meningkatkan akurasi identifikasi 

mahasiswa berisiko dengan menangkap perbedaan 

karakteristik akademik dan perilaku antar 

kelompok[15]. Selain itu, pengembangan sistem 
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peringatan dini akademik juga banyak dilakukan 

dengan pendekatan klasterisasi. Liu et al. (2025) 

mengusulkan model academic early warning berbasis 

improved global K-Means yang mampu 

meningkatkan akurasi dan efisiensi komputasi dalam 

mendeteksi mahasiswa berisiko. Hasil penelitian 

tersebut menunjukkan bahwa metode klasterisasi 

sangat efektif digunakan sebagai dasar pembentukan 

label risiko sebelum dilakukan analisis lanjutan, 

sehingga mendukung penerapan K-Means sebagai 

komponen penting dalam sistem peringatan dini 

akademik[16]. Penelitian yang dilakukan oleh 

Sandeepa dan Mohottala menunjukkan bahwa 

pendekatan machine learning, khususnya algoritma 

klasifikasi seperti Support Vector Machine (SVM) 

dan neural network, mampu memberikan performa 

yang kompetitif dalam memprediksi prestasi 

akademik mahasiswa berbasis data perilaku dan 

akademik[17]. Penelitian yang dilakukan oleh Alamri 

et al. (2020) menunjukkan bahwa algoritma Support 

Vector Machine (SVM) mampu menghasilkan 

tingkat akurasi hingga 93% dalam memprediksi 

performa akademik mahasiswa, sehingga efektif 

digunakan sebagai bagian dari sistem peringatan dini 

akademik[18]. Temuan tersebut memperkuat 

pemilihan SVM dalam penelitian ini, karena 

algoritma tersebut terbukti memiliki performa yang 

stabil dan akurat dalam menangani data akademik 

mahasiswa dengan berbagai faktor penentu. Selain 

itu, penelitian tersebut menegaskan bahwa pemilihan 

fitur yang tepat memiliki peran penting dalam 

meningkatkan kinerja model, sehingga integrasi data 

perilaku dan akademik menjadi faktor krusial dalam 

sistem prediksi performa mahasiswa. 

Berdasarkan kajian pustaka di atas di atas[1],[7], 

penggunaan TikTok dan Instagram yang berlebihan 

serta pola tidur yang buruk merupakan faktor-faktor 

yang berpotensi menurunkan prestasi akademik 

mahasiswa. Untuk itu, data prestasi mahasiswa akan 

di kelompokan terlebih dahulu menggunakan K-

means menjadi tiga cluster (rendah, sedang, tinggi), 

kemudian di lakukan klasifikasi risiko menggunakan 

SVM guna memberikan peringatan dini kepada 

mahasiswa yang berpotensi mengalami penurunan 

prestasi akademik. 

Penelitian sebelumnya umumnya hanya menganalisis 

satu atau dua faktor risiko secara terpisah dan belum 

mengintegrasikan ketiga faktor (TikTok, Instagram, 

dan pola tidur) sekaligus. Selain itu, kombinasi dua 

tahap K-Means Clustering dan SVM Clasification 

pada data mahasiswa aktif di suatu institusi yang 

sama belum pernah di lakukan. Inilah letak kebaruan 

penelitian ini. 

Penelitian ini mengisi celah dengan menggabungkan 

analisis faktor risiko sekaligus, menerapakan K-

Means yang telah terbukti optimal menghasilkan tiga 

cluster, serta menggunakan SVM yang memiliki 

akurasi tertingi (94%) untuk klasifikasi. Hasilnya di 

harapkan menjadi sistem peringatan dini yang lebih 

akurat bagi institusi pendidikan. 

Metode Penelitian 

Gambar 1 menunjukkan alur tahapan penelitian yang 

digunakan dalam penelitian ini, mulai dari 

pengumpulan dataset, preprocessing data, analisis 

eksploratori (EDA), penerapan algoritma K-Means 

dan Support Vector Machine (SVM), hingga tahap 

evaluasi hasil. Metode penelitian ini disusun secara 

sistematis melalui lima tahapan utama yang 

berurutan, yaitu pengumpulan data, pra-pemrosesan, 

analisa eksploratori, pemodelan K-Means dan SVM, 

serta evaluasi hasil. Alur tersebut mengacu pada 

kerangka CRISP-DM yang umum di gunakan dalam 

proyek data mining [7]. Penerapan metode CRISP-

DM pada analisis data siswa telah terbukti membantu 

peneliti dalam mengelola proses data mining secara 

terstruktur, khususnya pada tahap preprocessing, 

pemodelan, dan evaluasi hasil [19]. 

 
Gambar 1. Tahap penelitian 

 

1. Dataset 

Dalam penelitian ini, dataset yang di gunakan berasal 

dari dataset publik ‘’Students Social Media 

Addiction’’ yang di peroleh dari website Kaggle. 

Dataset ini terdiri dari 705 responden mahasiswa dari 

berbagai negara dengan 13 atribut, mencakup rata-

rata jam penggunaan media sosial per hari, skor 

kecanduan, jam tidur malam, serta skor Kesehatan 

mental. 

 

2. Data Preprocessing 

Setelah dataset Students Social Media Addiction 

diperoleh dari platform Kaggle, tahap berikutnya 

adalah melakukan data preprocessing. Langkah ini 

bertujuan untuk memastikan bahwa data berada 

dalam kondisi bersih, konsisten, serta siap digunakan 

pada proses analisis SVM dan K-Means[7]. Prosedur 

yang dilakukan pada tahap ini meliputi beberapa 

langkah, seperti Data cleaning (Memeriksa dan 

menangani nilai hilang atau missing value), Encoding 

Variabel Kategorik (variabel kategorik dikonversi 

menggunakan metode Label Encoding atau One-Hot 

Encoding), standarisasi (Untuk menghindari 

dominasi satu variabel terhadap variabel lainnya), 

Pembuatan Standarisasi (Scaling), (Proses ini 

bertujuan untuk Menyesuaikan skala semua fitur 

numerik agar berada dalam rentang yang seragam. Ini 

sangat penting untuk SVM dan K-Means). 

 

3. Exploratory Data Analysis (EDA) 

Proses analisis data dimulai dengan Exploratory Data 

Analysis (EDA). Tujuannya adalah untuk 

memperoleh pemahaman tentang struktur, pola, tren, 

dan ciri-ciri penting dari set data sebelum melakukan 
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pemodelan statistik atau analisis inferensial lebih 

lanjut. 

 

 

 

4. Klasifikasi SVM & K-MEANS 

Pada Pada penelitian ini, algoritma K-Means dan 

Support Vector Machine (SVM) tidak digunakan 

untuk tujuan perbandingan performa, melainkan 

dikombinasikan dalam satu alur kerja (hybrid) secara 

berurutan. Tahap pertama dilakukan dengan 

menerapkan algoritma K-Means untuk membentuk 

klaster risiko prestasi akademik berdasarkan variabel 

non-akademik, sehingga dihasilkan label risiko 

rendah, sedang, dan tinggi. Label hasil klasterisasi ini 

selanjutnya digunakan sebagai data berlabel pada 

tahap klasifikasi menggunakan algoritma SVM. 

 

Dataset yang telah melalui tahap preprocessing 

kemudian dibagi menjadi dua subset, yaitu data latih 

(training data) sebesar 80% dan data uji (testing data) 

sebesar 20%. Data latih digunakan untuk melatih 

model SVM agar mampu mempelajari pola risiko 

prestasi akademik, sedangkan data uji dimanfaatkan 

untuk menguji performa model yang telah 

dibangun[5],[7]. 

5. Evaluasi 

Melakukan evaluasi kinerja model adalah langkah 

terakhir dalam penelitian ini. Pada titik ini, 

kemampuan kedua model yang digunakan, Support 

Vector Machine (SVM) untuk klasifikasi dan K-

Means untuk klasterisasi, dinilai berdasarkan 

kapasitas mereka untuk memproses data yang telah 

melewati tahap preprocessing sebelumnya.  

 

Untuk model SVM, evaluasi dilakukan dengan 

membandingkan hasil prediksi model dengan label 

data uji asli. Accuracy, precision, recall, dan F1-score 

adalah beberapa metrik evaluasi standar yang 

digunakan untuk mengevaluasi kinerja model[7]. 

Digunakannya metrik ini untuk menilai kemampuan 

model untuk mengklasifikasikan tingkat kecanduan 

secara akurat dan konsisten. 

 

Untuk saat ini, algoritma K-Means dievaluasi 

menggunakan skor silhouette, metrik klasterisasi 

khusus. Metrik ini digunakan untuk mengevaluasi 

kohesi dalam klaster yang terbentuk dan kualitas 

pemisahan antar klaster[5]. Nilai silhouette yang 

lebih tinggi menunjukkan bahwa struktur klaster yang 

dibuat lebih baik dan lebih representatif terhadap pola 

data daripada yang ditunjukkan oleh nilai silhouette 

yang lebih rendah. 

Hasil dan Pembahasan 
1. Dataset 

Pada penelitian ini, data yang digunakan diperoleh 

dari sumber terbuka yang tersedia pada platform 

Kaggle. Dataset yang digunakan adalah Students 

Social Media Addiction, yaitu kumpulan data survei 

yang mencatat kebiasaan mahasiswa dalam 

menggunakan media sosial serta faktor-faktor yang 

memengaruhi tingkat kecanduan. Dataset ini terdiri 

dari 705 responden dengan 13 atribut, yang 

mencakup informasi demografis, intensitas 

penggunaan media sosial, pola tidur, serta kondisi 

kesehatan mental. Deskripsi lengkap setiap atribut 

yang digunakan dalam penelitian ini disajikan pada 

Tabel 1. 

 
Tabel 1. Deskripsi Atribut Dataset Penelitian 

 
 
 

2. Preprocessing 

Langkah-langkah pra-pemrosesan data dilakukan 

guna menyiapkan data untuk pengolahan, antara 

lain: 

A. Cleaning 

Pembersihan data dilakukan menggunakan dataset 

Students_Social_Media_Addiction.csv untuk 

menghilangkan missing value atau data yang tidak 

lengkap. Seperti ditunjukkan pada Gambar 2, hasil 

pemeriksaan menunjukkan bahwa seluruh atribut 

memiliki nilai missing sebesar 0, yang menandakan 

bahwa dataset berada dalam kondisi lengkap dan siap 

digunakan untuk tahap pemrosesan selanjutnya tanpa 

memerlukan imputasi data. 

 

 
Gambar 2. Hasil pemeriksaan  missing value pada dataset 

 

B. Categorical Data Encoding (One-Hot Encoding) 

Pada tahap ini, variabel kategorikal yang tidak dapat 

diproses secara langsung oleh algoritma machine 

learning, seperti atribut gender, dikonversi ke dalam 
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bentuk numerik menggunakan metode One-Hot 

Encoding. Seperti ditunjukkan pada Gambar 3, setiap 

kategori direpresentasikan sebagai vektor biner untuk 

menghindari adanya hubungan ordinal semu antar 

kategori. Proses ini bertujuan agar algoritma K-

Means dan Support Vector Machine (SVM) dapat 

memproses data kategorikal secara optimal tanpa 

menimbulkan bias pada proses pembelajaran model. 

 

 
Gambar 3.  Hasil one-hot encoding pada variabel kategorikal 

 

C. Standarisasi (Scaling) 

Tahap standarisasi (scaling) dilakukan untuk 

menyesuaikan skala seluruh fitur numerik agar 

berada dalam rentang yang seragam. Seperti 

ditunjukkan pada Gambar 4, proses ini bertujuan 

untuk mencegah dominasi atribut dengan nilai 

numerik yang lebih besar terhadap atribut lainnya. 

Standarisasi sangat penting terutama pada algoritma 

K-Means yang berbasis jarak dan Support Vector 

Machine (SVM) yang sensitif terhadap perbedaan 

skala fitur, sehingga model dapat mempelajari pola 

data secara lebih adil dan optimal. 

 

 
Gambar 4. Hasil proses standarisasi (scaling) data 

 

3. Exploratory Data Analyis (EDA) 

Proses Exploratory Data Analysis (EDA) dilakukan 

menggunakan platform Google Colab untuk 

memahami pola awal dan karakteristik data sebelum 

proses pemodelan. Analisis ini bertujuan untuk 

mengidentifikasi distribusi data, hubungan 

antarvariabel, serta kecenderungan perilaku 

penggunaan media sosial pada siswa. Berdasarkan 

hasil klasterisasi yang diterapkan pada 705 data 

siswa, terbentuk tiga kelompok (cluster) dengan 

karakteristik yang berbeda terkait pola penggunaan 

media sosial, durasi tidur, dan kondisi kesehatan 

mental. Distribusi persentase anggota pada masing-

masing klaster ditunjukkan pada Gambar 5. 

 
Gambar 5. Distribusi klastering 

 

Secara keseluruhan, hasil segmentasi menunjukkan 

bahwa mayoritas siswa (gabungan Cluster 0 dan 

Cluster 2, sebesar 74,2%) berada dalam kategori yang 

relatif aman dengan kondisi kesehatan yang terjaga, 

mulai dari penggunaan sedang hingga rendah. 

Keberadaan Cluster 1 adalah temuan yang harus 

diperhatikan. Sangat penting untuk melakukan 

intervensi karena 182 siswa (atau 25,8%) mengalami 

risiko prestasi tinggi yang dikombinasikan dengan 

kesehatan mental yang buruk dan pola tidur yang 

buruk. Menurut data, untuk mencegah penurunan 

kualitas kesehatan mental lebih lanjut, strategi 

penanganan atau konseling harus diterapkan secara 

merata kepada seluruh siswa. Sebaliknya, strategi ini 

dapat difokuskan pada siswa di Cluster 1 secara 

khusus. 

 

 

4. Klasifikasi Algoritma 

Pada tahap ini, data siswa diklasifikasikan ke dalam 

dua kategori risiko prestasi akademik, yaitu risiko 

rendah dan risiko tinggi. Penentuan label kelas 

didasarkan pada hasil klasterisasi K-Means yang 

telah diperoleh sebelumnya. Cluster 1 yang 

menunjukkan tingkat kecanduan media sosial tinggi, 

kondisi kesehatan mental buruk, serta pola tidur tidak 

teratur dikategorikan sebagai kelas risiko tinggi. 

Sementara itu, Cluster 0 (penggunaan sedang dengan 

kesejahteraan seimbang) dan Cluster 2 (penggunaan 

rendah dengan kondisi kesejahteraan baik) 

digabungkan ke dalam kelas risiko rendah, karena 

masih berada dalam batas kondisi akademik yang 

wajar dan sehat. Dataset selanjutnya dibagi menjadi 

data latih dan data uji dengan proporsi 80% untuk 

pelatihan dan 20% untuk pengujian. Dari total 705 

data siswa, sebanyak 567 data digunakan sebagai data 

latih untuk membangun model klasifikasi, sedangkan 

141 data digunakan sebagai data uji untuk 

mengevaluasi kinerja dan kemampuan generalisasi 
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model. Distribusi pembagian data latih dan data uji 

tersebut ditunjukkan pada Gambar 6. 

 
Gambar 6. train & test 

 

Pada tahap selanjutnya, algoritma Support Vector 

Machine (SVM) digunakan untuk melakukan proses 

pelatihan model klasifikasi berdasarkan label risiko 

yang telah dibentuk pada tahap klasterisasi 

sebelumnya. Evaluasi kinerja model dilakukan 

menggunakan data uji dengan mengacu pada metrik 

accuracy, precision, recall, F1-score, dan ROC AUC. 

 

 
 

Gambar 7. Hasil klasifikasi support vector machine (SVM) 

 

Berdasarkan hasil evaluasi yang ditunjukkan pada 

Gambar 7, model SVM memperoleh akurasi sebesar 

93,62% dengan nilai ROC AUC sebesar 0,975, yang 

menunjukkan kemampuan diskriminasi model yang 

sangat baik. Untuk kelas risiko prestasi akademik 

rendah, diperoleh nilai precision sebesar 96% dan 

recall sebesar 95%, sedangkan kelas risiko prestasi 

akademik tinggi menunjukkan precision sebesar 88% 

dan recall sebesar 90%. Hasil ini menghasilkan F1-

score sebesar 96% pada kelas risiko rendah dan 88% 

pada kelas risiko tinggi, dengan distribusi data uji 

masing-masing 101 data risiko rendah dan 40 data 

risiko tinggi. Tingginya nilai recall pada kelas risiko 

prestasi akademik tinggi menunjukkan bahwa model 

mampu mengidentifikasi sebagian besar mahasiswa 

yang berpotensi mengalami penurunan prestasi 

akademik dengan tingkat kesalahan false negative 

yang relatif rendah. Hal ini menegaskan bahwa 

pendekatan hybrid K-Means dan SVM efektif 

digunakan sebagai sistem peringatan dini untuk 

mendukung pengambilan keputusan preventif di 

lingkungan perguruan tinggi. 

 
Gambar 8. Grafik elbow method untuk menentukan jumlah 

klaster optimal (k) 

 

Evaluasi kualitas klasterisasi pada algoritma K-

Means dilakukan menggunakan Elbow Method, 

sebagaimana ditunjukkan pada Gambar 8. Grafik 

memperlihatkan penurunan nilai inersia yang 

signifikan dari k=1 ke k=2 dan dari k=2 ke k=3. 

Setelah k=3, penurunan nilai inersia cenderung 

melandai, yang mengindikasikan terbentuknya titik 

siku (elbow point) pada k=3. Berdasarkan analisis 

tersebut, ditetapkan bahwa jumlah klaster optimal 

dalam penelitian ini adalah tiga klaster (k=3). 

Pemilihan ini sejalan dengan tujuan penelitian untuk 

mengelompokkan mahasiswa ke dalam kategori 

risiko prestasi akademik yang mudah 

diinterpretasikan. 

 

 
Gambar 9. Nilai silhouette score untuk tiga klaster (k=3) 

 

Evaluasi kualitas klasterisasi dilakukan 

menggunakan Silhouette Score, sebagaimana 

ditunjukkan pada Gambar 9. Metrik ini digunakan 

untuk mengukur sejauh mana setiap objek lebih mirip 

dengan klasternya sendiri dibandingkan dengan 

klaster lain. Hasil pengujian menunjukkan bahwa 

nilai Silhouette Score rata-rata untuk jumlah klaster 

k=3 adalah sebesar 0,4188. Nilai ini berada pada 

kategori cukup (fair), yang mengindikasikan bahwa 

struktur klaster yang terbentuk memiliki tingkat 

kohesi dan pemisahan antar klaster yang memadai. 

Dengan demikian, klaster yang dihasilkan dapat 

digunakan secara andal sebagai dasar pelabelan risiko 

pada tahap klasifikasi selanjutnya. 

 

5. Evaluasi Performa Model 

 

Evaluasi kinerja model dilakukan dengan 

menganalisis hasil dari performa model untuk  

menentukan model klasifikasi dan klasterisasi dari 

Support Vector Machine (SVM) dan K-Means. 

 

A. Evaluasi Klasifikasi SVM (Confusion Matrix) 

Gambar 9 menunjukkan confusion matrix hasil 

klasifikasi Support Vector Machine (SVM) terhadap 

data uji. Berdasarkan gambar tersebut, model berhasil 

mengklasifikasikan 96 data mahasiswa dengan risiko 

prestasi akademik rendah secara benar (true negative) 
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dan 36 data mahasiswa dengan risiko prestasi 

akademik tinggi secara benar (true positive). 

Sementara itu, terdapat 5 data yang salah 

diklasifikasikan sebagai risiko tinggi (false positive) 

dan 4 data risiko tinggi yang tidak terdeteksi oleh 

model (false negative). Berdasarkan pelabelan 

tersebut, evaluasi model klasifikasi Support Vector 

Machine (SVM) yang dilatih dengan proporsi data 

80:20 menunjukkan performa yang sangat 

memuaskan dengan tingkat akurasi mencapai 93,62% 

dan nilai ROC AUC sebesar 0,975. Nilai recall 

sebesar 90% menunjukkan bahwa sistem mampu 

mengidentifikasi sebagian besar mahasiswa yang 

berada pada kategori risiko prestasi akademik tinggi 

dengan tingkat kesalahan false negative yang relatif 

rendah. Secara keseluruhan, kombinasi metode K-

Means dan SVM terbukti efektif sebagai instrumen 

deteksi dini untuk mengklasifikasikan risiko prestasi 

akademik mahasiswa. 

. 

  
Gambar 10. Confusion matrix model SVM 

 

B. Evaluasi Klasterisasi K-Means 

Gambar 10 menunjukkan hasil evaluasi klasterisasi 

menggunakan algoritma K-Means terhadap data 

mahasiswa. Analisis dimulai dengan pemetaan 

karakteristik mahasiswa menggunakan algoritma K-

Means, di mana metode Elbow digunakan untuk 

menentukan jumlah klaster optimal dan 

menghasilkan tiga segmen utama. Hasil segmentasi 

menunjukkan bahwa Cluster 1 merupakan kelompok 

mahasiswa dengan risiko prestasi akademik tinggi, 

yang ditandai oleh tingkat penggunaan media sosial 

yang tinggi, kondisi kesehatan mental yang rendah, 

serta pola tidur yang buruk. Sebaliknya, Cluster 0 dan 

Cluster 2 merepresentasikan kelompok mahasiswa 

dengan risiko prestasi akademik rendah, dengan 

karakteristik penggunaan media sosial yang lebih 

wajar dan kondisi kesehatan mental yang lebih baik. 

Dengan nilai Silhouette Score sebesar 0,4188, 

kualitas pengelompokan ini berada pada kategori 

moderat, yang menunjukkan bahwa struktur 

pemisahan antar klaster cukup jelas dan dapat 

diandalkan sebagai dasar pelabelan risiko pada tahap 

klasifikasi selanjutnya. 

 

Validasi Performa Model Hybrid 

 
Gambar 11. Validasi Performa Model Hybrid 

 

Gambar 11 memperlihatkan validasi performa model 

hybrid yang mengombinasikan algoritma K-Means 

dan Support Vector Machine (SVM). Visualisasi 

hasil menunjukkan bahwa algoritma SVM 

memberikan performa klasifikasi yang tinggi dengan 

tingkat akurasi sebesar 93,62% dan nilai Recall 

sebesar 90%, yang mengindikasikan kemampuan 

model dalam mendeteksi mahasiswa dengan risiko 

prestasi akademik tinggi secara efektif. Di sisi lain, 

algoritma K-Means menghasilkan nilai Silhouette 

Score sebesar 0,4188 yang termasuk dalam kategori 

moderat, menandakan bahwa struktur klaster yang 

terbentuk memiliki kualitas pemisahan yang cukup 

baik. Klasterisasi ini digunakan sebagai dasar 

pembentukan label risiko pada tahap klasifikasi. 

Dengan demikian, kedua algoritma dalam penelitian 

ini tidak digunakan untuk tujuan perbandingan 

performa, melainkan saling melengkapi dalam satu 

alur kerja hybrid, di mana K-Means berperan sebagai 

pembentuk label risiko dan SVM sebagai model 

klasifikasi akhir 

 

6.  Pembahasan 

 

Pembicaraan dimulai dengan menganalisis 

pengelompokan profil siswa menggunakan algoritma 

K-Means. Metode Elbow menunjukkan bahwa 

pembagian data menjadi tiga cluster adalah 

konfigurasi terbaik. Hasil segmentasi menunjukkan 

bahwa kelompok siswa rentan pada Cluster 1 yang 

menunjukkan indikasi kecanduan yang tinggi 

dipisahkan dari kelompok pengguna wajar pada 

Cluster 0 dan 2, yang divalidasi dengan nilai 

Silhouette Score sebesar 0.4188. Nilai-nilai tersebut 

menunjukkan bahwa, meskipun data perilaku siswa 

sangat beragam, struktur pemisahan kelompok cukup 

jelas (kategori moderat) dan dapat digunakan sebagai 

dasar pelabelan otomatis (benar nyata) untuk proses 

klasifikasi berikutnya. 

 

Dengan tingkat akurasi 93,62% dan nilai ROC AUC 

0,975, evaluasi model Support Vector Machine 

(SVM) menunjukkan kinerja yang lebih baik dari 

proses klasterisasi. Temuan penting, terutama 
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tingginya nilai Recall sebesar 90%, menunjukkan 

bahwa model ini mendeteksi kasus positif (siswa 

kecanduan) dengan tingkat kesalahan yang sangat 

rendah (False Negative). Ini menunjukkan bahwa 

sistem yang menggunakan metode K-Means sebagai 

pembentuk label dan SVM sebagai prediktor tidak 

hanya akurat secara statistik, tetapi juga dapat 

diandalkan sebagai alat untuk mendeteksi kecanduan 

media sosial secara dini. Hasil 93,62% pada 

penelitian ini juga lebih tinggi dibandingkan 

penelitian Riski Qishtiano (2022) yang menggunakan 

SVM dengan kernel RBF untuk memprediksi 

kelulusan mahasiswa tepat waktu dan hanya 

memperoleh akurasi 85,06% [20] 

Kesimpulan dan Saran 
Berdasarkan tujuan penelitian untuk 

mengklasifikasikan risiko prestasi akademik 

mahasiswa akibat kecanduan media sosial, dapat 

disimpulkan bahwa pendekatan hybrid K-Means dan 

Support Vector Machine (SVM) mampu memberikan 

hasil yang efektif dan terstruktur. Algoritma K-Means 

berhasil mengelompokkan mahasiswa ke dalam tiga 

klaster dengan karakteristik yang berbeda, sehingga 

memungkinkan identifikasi kelompok mahasiswa 

berisiko tinggi dan kelompok pengguna media sosial 

yang masih berada dalam batas wajar. Nilai 

Silhouette Score sebesar 0,4188 menunjukkan bahwa 

kualitas pemisahan klaster berada pada kategori 

cukup baik dan layak digunakan sebagai dasar 

pelabelan risiko. 

 

Selanjutnya, model klasifikasi SVM yang dibangun 

berdasarkan hasil klasterisasi tersebut menunjukkan 

performa yang tinggi dengan tingkat akurasi sebesar 

93,62% dan nilai ROC AUC sebesar 0,975. Nilai 

recall sebesar 90% pada kelas risiko tinggi 

menegaskan bahwa model mampu mendeteksi 

sebagian besar mahasiswa yang berpotensi 

mengalami penurunan prestasi akademik akibat 

kecanduan media sosial. Hasil ini menunjukkan 

bahwa integrasi metode unsupervised dan supervised 

learning dapat dimanfaatkan sebagai sistem 

peringatan dini dalam konteks akademik. 

 

Meskipun demikian, penelitian ini masih memiliki 

keterbatasan, terutama pada kualitas pemisahan 

klaster yang berada pada tingkat moderat serta 

keterbatasan variabel yang digunakan. Oleh karena 

itu, penelitian selanjutnya disarankan untuk 

menambahkan variabel yang lebih spesifik, seperti 

jenis konten yang dikonsumsi, durasi penggunaan 

berdasarkan waktu (siang/malam), serta faktor 

lingkungan akademik. Selain itu, eksplorasi 

algoritma lain atau optimasi parameter model 

berpotensi meningkatkan kualitas klasterisasi dan 

akurasi klasifikasi. 

 

Secara praktis, hasil penelitian ini dapat dimanfaatkan 

oleh perguruan tinggi sebagai alat skrining awal 

dalam program bimbingan dan konseling mahasiswa. 

Dengan adanya sistem klasifikasi risiko berbasis data, 

institusi pendidikan dapat melakukan intervensi 

preventif secara lebih dini dan tepat sasaran untuk 

meminimalkan dampak negatif kecanduan media 

sosial terhadap prestasi akademik mahasiswa. 
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